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Abstract

We present a novel method for simulating compressible flow on a multitude of Cartesian grids that can rotate and translate. Following previous work, we split the time integration into an explicit step for advection followed by an implicit solve for the pressure. A second order accurate flux based scheme is devised to handle advection on each moving Cartesian grid using an effective characteristic velocity that accounts for the grid motion. In order to avoid the stringent time step restriction imposed by very fine grids, we propose strategies that allow for a fluid velocity CFL number larger than 1. The stringent time step restriction related to the sound speed is alleviated by formulating an implicit linear system in order to find a pressure consistent with the equation of state. This implicit linear system crosses overlapping Cartesian grid boundaries by utilizing local Voronoi meshes to connect the various degrees of freedom obtaining a symmetric positive-definite system. Since a straightforward application of this technique contains an inherent central differencing which can result in spurious oscillations, we introduce a new high order diffusion term similar in spirit to ENO-LLF but solved for implicitly in order to avoid any associated time step restrictions. The method is conservative on each grid, as well as globally conservative on the background grid that contains all other grids. Moreover, a conservative interpolation operator is devised for conservatively remapping values in order to keep them consistent across different overlapping grids. Additionally, the method is extended to handle two-way solid fluid coupling in a monolithic fashion including cases (in the appendix) where solids in close proximity do not properly allow for grid based degrees of freedom in between them.

1. Introduction

Numerical simulation of compressible flow is important in many areas of science and engineering such as aircraft design, the study of underbody blasts, etc. In many of these problems, adding adaptivity can greatly increase the efficiency. For example, when simulating highly nonlinear compressible flows with shocks, contacts, and rarefactions, allocating more degrees of freedom around shocks and contacts while allocating fewer in smooth regions of the flow can significantly reduce the computational time while achieving the same or greater accuracy. Moreover, in solid fluid coupling problems, it is desirable to have higher resolutions near the solid fluid interfaces in order to resolve both the boundary layers and the solid fluid coupling physics.

There are a wide variety of methods for adaptive discretization. Unstructured methods, such as tetrahedral meshes (see e.g. [36, 35, 49]), especially allow for flexible adaptivity. However, one needs to carefully monitor for the presence of poorly conditioned elements as they can often produce inaccurate simulation results. Conditioning of the elements can be controlled to some degree via dynamic remeshing such as that used in Arbitrary Lagrangian Eulerian (ALE) schemes, see e.g. [30, 17]. However, the computational cost of remeshing can be large, and the dissipation due to remapping can be significant. Moreover, it can be challenging to store and access unstructured data in a cache coherent fashion. In parallel computing environments, finding and maintaining a domain decomposition that evenly distributes the workload can be costly, which is exacerbated if frequent remeshing and repartitioning are necessary. Both the issues with
element conditioning and cache coherency can be addressed with the use of structured grids, which also lend themselves to simple and accurate discretizations. Octrees (see e.g. [44, 43, 11, 50, 56]) and adaptive mesh refinement (AMR) (see e.g. [8, 7, 41, 2, 67, 48, 12, 53, 60, 34]) are two examples of adding adaptivity to structured grids. Unfortunately, octrees and similar hierarchical structures suffer from issues similar to unstructured meshes such as cache incoherency and costly domain decomposition. AMR methods improve upon this allowing for multiple Cartesian grids to be patched upon one another, as long as the number of patches and repatching frequencies are small. However, that premise is often not true as typical AMR methods (starting from [7]) constrain grid patches to be axis-aligned greatly increasing the number of patches required exacerbating issues with cache coherency and domain decomposition. With so many small patches, AMR methods are more akin to unstructured grids with respect to parallelization and scalability. Allowing these AMR grid patches to rotate, as in the original AMR method [8] or Chimera grid methods (see e.g. [6, 66, 4, 5, 65, 29, 26, 27, 54, 55, 28]), allows one to resolve interesting features with far fewer degrees of freedom. In fact, resolving a curved interface using AMR is heuristically similar to using a SLIC method [51, 31], while using rotated Chimera grids is heuristically similar to a PLIC method [13, 71, 72]. In this fashion AMR methods give a piecewise constant geometric representation of an interface while Chimera grids give a piecewise linear representation. Moreover, unlike AMR methods which need to have the coarse grid lines match up with the fine grid lines along patch boundaries, Chimera grids do not have this requirement and can even move in order to for example follow the motion of moving solids, which is much more efficient for resolving the boundary layers as pointed out by [18]. In this paper, we follow the Chimera grid framework of [14] which uses a multitude of Cartesian grids that can each rotate and translate.

Adaptive discretizations readily introduce small cells which can impose prohibitive time step restrictions. This is further exacerbated when simulating compressible flow using explicit schemes, see e.g. [63, 64, 33], where the sound speed makes time step restriction even more stringent. Thus, we follow the semi-implicit formulation proposed by [38] that splits the time integration into an explicit step for advection followed by an implicit solve for the pressure, thus avoiding any time step restrictions related to the sound speeds. In addition, [38] allows one to formulate two-way solid fluid coupling in a monolithic fashion that is stable for arbitrarily large density-to-mass ratios without introducing any new time step restrictions as shown in [24, 23]. Moreover, it also allows one to monolithically couple compressible flow to incompressible flow as shown in [1] and to robustly treat compressible multiphase flow as shown in [32]. In order to solve for the pressure implicitly on Chimera grids, one needs to globally couple the degrees of freedom across different grids. We follow [14] constructing local Voronoi meshes along intergrid boundaries to obtain a contiguous Voronoi mesh resulting in a symmetric positive-definite linear system that can be solved using the preconditioned conjugate gradient method. In order to maintain global conservation on the background grid and local conservation on each Cartesian grid, we interpolate the resulting pressure from the Voronoi mesh to the individual Cartesian grids so that pressure fluxes can be computed on all Cartesian grid faces enabling conservative updates for momentum and energy. Additionally, we extend the solid fluid coupling method of [24, 23] to Chimera grids in Section 9 making use of similar implicit discretizations on the Voronoi mesh. Since the implicit discretization of the pressure terms contains inherent central differencing which may lead to spurious oscillations, we propose a novel method for adding high order diffusion similar in spirit to ENO-LLF. The high order diffusion terms are discretized implicitly again utilizing the Voronoi mesh in order to avoid any time step restrictions, and then interpolated back to the Cartesian grids to be applied in a conservative manner via fluxes.

Advection is performed on each Cartesian grid for each component of the conserved variables independently using a second order accurate flux based advection scheme which handles the advection and grid motion using an effective object space characteristic velocity and thus does not require any extra remapping that may lead to undesired artificial dissipation. In order to alleviate the stringent time step restriction imposed by the small cells due to the fluid velocity, we propose strategies that allow the fluid velocity CFL number to be set larger than 1. Stability is achieved in one of the two ways, either by subdividing the time step during advection before solving for the pressure using the original full time step or by utilizing an unconditionally stable conservative semi-Lagrangian scheme [39] on finer grids. Updating each grid independently in advection, as well as in applying the aforementioned pressure and high order diffusion fluxes, potentially
creates inconsistent values in the regions overlapped by multiple grids. In order to enforce consistency while maintaining conservation on each Cartesian grid, we treat values interpolated from the Voronoi mesh as target values and devise a conservative interpolation operator that conservatively remaps the values in overlapped regions to be consistent with the target values. This conservative interpolation operator bounds the remapped values between the original values and the target values guaranteeing convergence while minimizing the creation of extrema. Moreover, it maintains global conservation on the background grid and local conservation on each Cartesian grid.

We demonstrate convergence of the method with a number of examples including the Sod shock tube, wind tunnel with a step, etc. We also show the behavior of our method in various other scenarios such as shocks crossing grid boundaries and grids following shocks. We also demonstrate convergence for examples that two-way couple compressible flow with rigid and deformable solids where finer grids follow the motion of the solids. Furthermore, in the appendix, we briefly comment on our efforts to extend the method of [58] to handle compressible gap flow.

2. Equations

Consider the multidimensional Euler equations,

\[
\left( \begin{array}{c}
\rho \\
\frac{\rho \vec{u}}{E} \\
\end{array} \right)_t + \left( \begin{array}{c}
\nabla \cdot (\rho \vec{u} \otimes \vec{u}) \\
\nabla \cdot (E \vec{u}) \\
\end{array} \right) + \left( \begin{array}{c}
0 \\
\nabla p \\
\end{array} \right) = \left( \begin{array}{c}
0 \\
0 \\
\end{array} \right),
\]

with density \( \rho \), velocity \( \vec{u} \), total energy \( E \), and pressure \( p \). Here we split the flux terms into advection terms and pressure terms and follow the semi-implicit formulation of compressible flow proposed in [38].

We first update the advection terms of the fluxes to obtain intermediate values \( \rho^* \), \( (\rho \vec{u})^* \), and \( E^* \). Since pressure does not affect the continuity equation, \( \rho^{n+1} = \rho^* \). Treating pressure implicitly yields

\[
(\rho \vec{u})^{n+1} = (\rho \vec{u})^* - \Delta t \nabla p^{n+1},
\]

\[
E^{n+1} = E^* - \Delta t \nabla \cdot (p \vec{u})^{n+1}.
\]

In order to solve for \( p^{n+1} \), we discretize the pressure evolution equation [19],

\[
p_t + \vec{u} \cdot \nabla p = -\rho c^2 \nabla \cdot \vec{u},
\]

fixing \( \nabla \cdot \vec{u} \) to time \( t^{n+1} \) and \( \rho c^2 \) to time \( t^n \). Denoting an advected pressure as \( p^a = p^n - \Delta t \vec{u} \cdot \nabla p \), Equation 4 can be discretized as

\[
p^{n+1} = p_n - \Delta t p^a (c^n)^2 \nabla \cdot \vec{u}^{n+1}.
\]

Dividing Equation 2 by \( \rho^{n+1} \) and taking the divergence of both sides yields

\[
\nabla \cdot \vec{u}^{n+1} = \nabla \cdot \vec{u}^* - \Delta t \nabla \cdot \left( \frac{\nabla p^{n+1}}{\rho^{n+1}} \right),
\]

which can be substituted into Equation 5 and subsequently rearranged to obtain

\[
p^{n+1} - \rho^n (c^n)^2 \Delta t^2 \nabla \cdot \left( \frac{\nabla p^{n+1}}{\rho^{n+1}} \right) = p^a - \rho^n (c^n)^2 \Delta t \nabla \cdot \vec{u}^*.
\]

Following [23], we compute the advected pressure by using the equation of state directly on the advected flow field, i.e. \( p^a = p(\rho^*, c^*) \), where \( c^* \) is the advected internal energy defined via \( E^* = \rho^* c^* + \frac{\| (\rho \vec{u})^* \|^2}{2 \rho^*} \). We use the ideal gas equation of state, so \( p^a = (\gamma - 1) \rho^* c^* \) where \( \gamma = 1.4 \).

We note that computing the advected pressure \( p^a \) from \( \rho^* \) and \( c^* \) introduces an \( O(\Delta t) \) error, because the advected pressure \( p^a = p^n - \Delta t \vec{u} \cdot \nabla p \) does not include expansion due to \( \nabla \cdot \vec{u} \), whereas \( \rho^*, (\rho \vec{u})^* \), and
$E^*$ include this expansion. However, computing $p^0$ from $\rho^*$ and $e^*$ not only leads to convergent results, but moreover seems to reduce spurious oscillations near the shock front as compared to using $\rho^*$ computed from a Hamilton-Jacobi advection step. In fact, adding more expansion of the form $-\Delta t p^n \nabla \cdot \vec{u}^n$ to the calculation of $p^0$ seems to reduce spurious oscillations even further. Similar results are obtained adding $-\Delta t p^n \nabla \cdot \vec{u}^n$, $-\Delta t (\rho \vec{u})^n \nabla \cdot \vec{u}^n$, and $-\Delta t E^n \nabla \cdot \vec{u}^n$ to the computation of $\rho^*$, $(\rho \vec{u})^*$, and $E^*$, respectively. The spurious oscillations may be related to the odd-even decoupling inherent in the central differencing applied during the implicit pressure update, and the additional expansion terms seem to alleviate such decoupling. We will see in Section 6 that adding high order diffusion also helps to alleviate these oscillations.

3. Chimera Grid Framework

Following previous work [14], our Chimera grid framework consists of a collection of overlapping Cartesian grids undergoing rigid motion. We describe a rigid transformation as the combination of a translation vector, $\vec{s}$, and a rotation matrix, $\mathbf{R}$. The relationship between positions and velocities in world space and a grid’s object space is then given by

$$\vec{x}_{\text{world}} = \mathbf{R} \vec{x}_{\text{object}} + \vec{s} \quad (8)$$

$$\vec{u}_{\text{world}} = \mathbf{R} \vec{u}_{\text{object}} \quad (9)$$

Each Cartesian grid stores compressible flow variables $\rho$, $\rho \vec{u}$, and $E$ at grid cell centers in standard fashion. Note that we store $\rho \vec{u}_{\text{world}}$ at each grid cell center as opposed to $\rho \vec{u}_{\text{object}}$. Although the representations are interchangeable via Equation 9, we have found storing $\rho \vec{u}_{\text{world}}$ more convenient for various purposes.

As discussed in [14], various explicit discretizations, such as a semi-Lagrangian advection scheme, only require filling a band of ghost cells surrounding the domain of each grid before performing operations on each grid independently. See Figure 1. For the background grid, we fill its ghost cells based on the boundary conditions for the computational domain. For other grids, we fill a ghost cell by interpolating its value from the finest grid that overlaps that cell enough to have a valid interpolation stencil.

Updating each grid independently creates potentially inconsistent values in regions overlapped by multiple grids, and these values may tend to drift even further apart over time. This can be rectified using a strategy similar to that for filling ghost cells. That is, one can simply replace the value on a coarser grid with an interpolated value from the finest grid that has a valid interpolation stencil for that point. See Figure 2.
Note that this has to be done in a hierarchical fashion, since a cell on one grid may have its value replaced by a finer grid while at the same time be used for interpolation on a coarser grid.

![Figure 2](image)

Figure 2: (Left) The green dots mark the centers of the red grid cells that are overlapped by the finer green grid, and so these cells can be filled with values interpolated from the green grid. (Right) The red and green dots mark the centers of the background grid cells that are overlapped by the finer red and green grids. The cells marked with green dots can be filled with values interpolated from the green grid, while the cells marked with red dots can be filled with values interpolated from the red grid.

Implicit discretizations require global coupling of degrees of freedom from different grids. This is accomplished using a Voronoi mesh as shown in Figure 3. Note that all the cell centers on the Voronoi mesh originate from one of the Cartesian grids as indicated by the color of each dot. Before constructing the Voronoi mesh, we first remove enough cell centers to prevent the remaining cell centers from overlapping or being overlapped by another grid. In order to avoid removing too many cells creating too large a gap between the degrees of freedom from different grids, we remove any coarse cell which contains the cell center of a finer cell as well as any coarse cell whose cell center is contained within a finer cell. Recursively, we only check a coarse cell against a finer cell after we first check whether the finer cell itself is removed or not. After selecting the degrees of freedom that will remain, the Voronoi mesh is constructed as in [14]. Note that Cartesian grids are already Voronoi meshes for their cell center degrees of freedom, and so we only need to compute Voronoi faces for cells along intergrid boundaries making the method quite efficient.

After carrying out computations on the Voronoi mesh, we need to update the values on the original Cartesian grids. As the Voronoi mesh is contiguous throughout the whole computational domain, it provides an interpolation stencil for every location in the domain. Standard multilinear interpolation can be used to interpolate to points that are interior to the regular Cartesian grid subset of the Voronoi mesh. Otherwise, we use the regular Delaunay mesh dual of the Voronoi mesh along with barycentric interpolation. See Figure 4. Vector value interpolation requires extra consideration when scalar components of the vectors are stored on face centers of the Voronoi mesh, e.g., fluxes. Thus, we first construct a full vector at each cell center of the Voronoi mesh using a least squares fit of the components at incident Voronoi faces. This is accomplished in [14] by approximating the vector field as a linear function in each cell obtaining a system that is often underdetermined and solved using regularized least squares [68, 22]. [15] found this approach sometimes highly inaccurate, and instead used a constant vector field in each cell obtaining an overconstrained system that can be solved with standard least squares. We use the method of [15] throughout. The resulting Voronoi cell center vector values are then interpolated to removed Cartesian grid cells as well as one layer of ghost cells in standard fashion, and then used to compute values on removed Cartesian grid faces via simple averaging.

The Voronoi mesh can also be used to fill the overlapped degrees of freedom depicted in Figure 2 simply by removing redundant degrees of freedom and constructing the Voronoi mesh depicted in Figure 3 before subsequently interpolating from the Voronoi mesh to the overlapped degrees of freedom as in Figure 4.
Figure 3: The Voronoi mesh used for implicitly coupling degrees of freedom across multiple grids. The black lines are the constructed Voronoi faces, while the green, red, and blue lines are the remaining original Cartesian grid faces. The dots represent cell centers from the original three grids and are color-coded to indicate which grid they came from.

This process ends up defining a slightly different set of cells as redundant overlapped degrees of freedom as compared to Figure 2, but is probably more contiguous. In fact, [15] found this method more accurate for treating the level set function, and we prefer this method for filling overlapped cells. This method can also be used for filling ghost cells in Figure 1.

Figure 4: (Left) If a point lies outside the region enclosed by the thickened blue lines, we interpolate to this point from the background grid using standard multilinear interpolation. If a point lies inside the region enclosed by the thickened green/red lines, we interpolate from the green/red grid using standard multilinear interpolation. (Right) No valid multilinear interpolation stencils can be found for points outside the thickened green/red lines but inside the thickened blue lines. Points in this region lie in one of the Delaunay triangles (tetrahedra in three dimensions), and so we interpolate using standard barycentric interpolation.

4. Advection Strategies

Consider the discretization of the advection terms in Equation 1 for obtaining the intermediate values $\rho^*$, $(\rho \vec{u})^*$, and $E^*$. Since all the characteristic velocities of the advection terms are identically the fluid velocity $\vec{u}$, we advect each component of the state variables independently without transforming into characteristic
variables. As is discussed in Section 3, advection is performed on each Cartesian grid independently after filling a band of ghost cells. We set a single global CFL number which is used to compute a local time step on each grid, and the minimum of these is taken as the global time step $\Delta t$. For efficiency, the CFL number is typically chosen larger than 1, so that we are not limited by the small cell sizes on the finest grids. Since $\Delta t$ may violate stability constraints, especially on finer grids, we subdivide $\Delta t$ into a series of smaller time steps $(\Delta t_1, \Delta t_2, ..., \Delta t_m)$ for the purpose of advection, and subsequently solve for the pressure using the original full time step $\Delta t$. Using a CFL number of .9, we compute the allowable time step $\Delta t_1$ such that advection is stable on all grids, and then update all the grids’ positions and orientations to time $t + \Delta t_1$ while also solving for advection. This process is iteratively repeated until the last time step $\Delta t_m$ has an effective CFL number less than or equal to .9. Then, the more expensive pressure solve is done once using the full time step $\Delta t$. Note that one could have used larger time steps on the coarser slower moving grids or those with smaller effective fluid velocities by using an unconditionally stable conservative semi-Lagrangian scheme [39].

### 4.1. Flux based advection

Consider the conservation law for updating a single component of Equation 1 according to the advection equation,

$$\phi_t + \nabla \cdot (\phi \vec{u}) = 0. \quad (10)$$

We discretize Equation 10 using third order accurate TVD Runge-Kutta in time and ENO-LLF in space [64], modified to account for the grid motion. For the sake of exposition, we consider two spatial dimensions. In the first Euler step of third order accurate TVD Runge-Kutta, we update the value of $\phi$ on every grid from time $t^n$ to time $t^{n+1}$ using the standard flux based formula,

$$\phi_{i,j}^{n+1} = \phi_{i,j}^n - \Delta t \left( \frac{F_{i+\frac{1}{2},j}^n - F_{i-\frac{1}{2},j}^n}{\Delta x} + \frac{G_{i,j+\frac{1}{2}}^n - G_{i,j-\frac{1}{2}}^n}{\Delta y} \right). \quad (11)$$

To compute the x-direction numerical fluxes for a static grid, the first divided differences at grid face $(i + \frac{1}{2}, j)$ are computed as

$$D_{k,j}^1 \mathcal{F}^\pm = \phi_{k,j}^n (\mathbf{R}^{-1} \vec{u}_{k,j}^n)_x \pm \alpha_{i+\frac{1}{2},j}^n \phi_{k,j}^n, \quad (12)$$

where $k$ is set to $i$ for $\mathcal{F}^+$ and $i + 1$ for $\mathcal{F}^-$. Here $(\mathbf{R}^{-1} \vec{u})_{i,j}$ rotates a world space velocity into the object space of the grid according to Equation 9, and takes the first component of the resulting vector to represent the scalar velocity in the x-direction of that grid. Then, $\alpha_{i+\frac{1}{2},j}^n = \max(|(\mathbf{R}^{-1} \vec{u}_{i,j}^n)_x|, |(\mathbf{R}^{-1} \vec{u}_{i+1,j}^n)_x|)$ defines the standard high order diffusion coefficient. A first order accurate approximation of the numerical flux is then $F_{i+\frac{1}{2},j}^n = (D_{i,j}^1 \mathcal{F}^+ + D_{i+1,j}^1 \mathcal{F}^-)/2$, and higher order accurate approximations can be obtained by computing higher order divided differences in standard fashion; see [64] for more details.

For moving grids, we first compute an effective grid velocity $\vec{w}$ at the center of each cell using displacement of the world space locations,

$$\vec{w}_{i,j} = \frac{(\vec{x}_{\text{world}})_{i,j}^{n+1} - (\vec{x}_{\text{world}})_{i,j}^n}{\Delta t}. \quad (13)$$

This effective grid velocity is used to modify the characteristic velocity at cell $(i,j)$ to be $\vec{u}_{i,j}^n - \vec{w}_{i,j}$. To obtain second order temporal accuracy, we replace $\mathbf{R}^{-1} \vec{u}_{k,j}^n$ in Equation 12 and in the definition of $\alpha_{i+\frac{1}{2},j}^n$ with

$$\begin{align*}
(\vec{u}_{\text{effective}})^n_{k,j} &= \frac{(\mathbf{R}^n)^{-1}(\vec{w}_{k,j}^n - \vec{w}_{k,j}) + (\mathbf{R}^n)^{-1}\left(\vec{w}^n - (\mathbf{R}^n)^{-1}\left((\vec{x}_{\text{world}})_{k,j}^{n+1} - \hat{s}^n\right)\right) - \vec{w}_{k,j})}{2}.
\end{align*} \quad (14)$$
Here the time $t^{n+1}$ location of the grid point $(\vec{x}_{\text{world}})_{k,j}^{n+1}$ is transformed into the time $t^n$ object space of the grid according to Equation 8, i.e. $(\mathbf{R}^n)^{-1}(\vec{x}_{\text{world}})_{k,j}^{n+1} - \vec{s}^n)$, so that the fluid velocity at this point $\vec{u}^n((\mathbf{R}^n)^{-1}(\vec{x}_{\text{world}})_{k,j}^{n+1} - \vec{s}^n))$ can be computed using trilinear interpolation. Ignoring $(\mathbf{R}^n)^{-1}$ and $(\mathbf{R}^{n+1})^{-1}$, Equation 14 averages together the time $t^n$ fluid velocity at the time $t^n$ location and the time $t^{n+1}$ location of the grid point, and subtracts the grid velocity $\vec{w}_{k,j}$ to make this a relative velocity. If the grid did not rotate, this average could simply be multiplied by $\mathbf{R}^{-1}$. However, the difference between the grid rotation at time $t^n$ and time $t^{n+1}$ requires further computation to determine which components of the velocity field correspond to the changing x-direction of the grid.

After completing the first Euler step for all the components of the state variables, we then further update $\phi^{n+1}$ to $\phi^{n+2}$ again using Equation 14 except replacing the time $t^n$ fluid velocity values with the newly computed time $t^{n+1}$ values. However, we stress that we use exactly the same values for the quantities related to the grid motion, i.e. $\mathbf{R}^n$, $\mathbf{R}^{n+1}$, $\vec{w}_{k,j}$, $(\vec{x}_{\text{world}})_{k,j}^{n+1}$, and $\vec{s}^n$. To understand this, we note that in the grid’s object space the location $(\mathbf{R}^n)^{-1}((\vec{x}_{\text{world}})_{k,j}^{n+1} - \vec{s}^n)$ is displaced some distance from the grid point where $\vec{u}^n_{k,j}$ is stored, and that utilizing the same quantities related to the grid motion preserves this displacement. Thus, when updating $\phi^{n+1}$ to $\phi^{n+2}$ with $\vec{w}_{k,j}^n$ stored at this reference grid point, using the same displacement results in a velocity value valid for the time $t^{n+2}$ grid point location. Furthermore, we do not change the values of the grid velocity from Equation 13, or the values of $(\mathbf{R}^n)^{-1}$ and $(\mathbf{R}^{n+1})^{-1}$ used to compute an average of the x-directions, as keeping these constant seems to be sufficient for second order accuracy.

After finishing the second Euler step, we average to obtain

$$\phi_{i,j}^{n+\frac{1}{2}} = \frac{3}{4} \phi_{i,j}^n + \frac{1}{4} \phi_{i,j}^{n+2}. \tag{15}$$

From these averaged $\phi$ values, we compute a new fluid velocity at time $t^{n+\frac{1}{2}}$ and take a subsequent Euler step to advance $\phi$ from time $t^{n+\frac{1}{2}}$ to time $t^{n+\frac{3}{2}}$, once again keeping all the quantities related to the grid motion constant. The final averaging step of

$$\phi_{i,j}^{n+1} = \frac{1}{3} \phi_{i,j}^n + \frac{2}{3} \phi_{i,j}^{n+\frac{3}{2}} \tag{16}$$
yields a second order accurate approximation of $\phi$ at time $t^{n+1}$. Note that we do not achieve the full third order accuracy due to our second order accurate approximation of the grid’s motion. However, the stability region of third order accurate TVD Runge Kutta is still especially useful, since strong shocks in low dissipation situations have eigenvalues approximating purely imaginary behavior.

The time step restriction due to the CFL condition is computed using the same method as in [38] except replacing the fluid velocity with the effective velocity from Equation 14 yielding

$$\Delta t \left( \frac{|(\vec{u}_{\text{effective}})_x^n|_{\text{max}} + |(\nabla p)^x_n| \Delta x}{\Delta x} + \frac{|(\vec{u}_{\text{effective}})_y^n|_{\text{max}} + |(\nabla p)^y_n| \Delta y}{\Delta y} \right) \leq \text{CFL}, \tag{17}$$
where $(\nabla p)_x$ and $(\nabla p)_y$ are the pressure gradient components in the grid’s x and y-directions. Note that $(\vec{u}_{\text{effective}})_x^n$ itself is a function of $\Delta t$ and the grid motion. Thus, we apply a simple bisection approach as in [14] in order to find $\Delta t$. The number of ghost cells is chosen not only to accommodate what is needed for ENO-LLF and the three stages of third order accurate TVD Runge-Kutta, but also has to be large enough so that one can carry out the interpolations of velocities at $(\mathbf{R}^n)^{-1}((\vec{x}_{\text{world}})_{k,j}^{n+1} - \vec{s}^n)$ in Equation 14. This is further complicated by the grid motion as is pointed out in [14], and therefore we follow the approach of [14] here as well.

### 4.2. Conservative semi-Lagrangian advection

On a given grid, the flux based scheme may be replaced with the conservative semi-Lagrangian method [39] when solving Equation 10. We still use third order accurate TVD Runge-Kutta for the temporal
discretization, as we found that this significantly reduces artificial oscillations near the shock front. Similar to [14], we use world space velocities and locations. When taking large time steps, this seems to have smaller errors than those obtained using effective velocities in the grid’s object space as per Equation 14. The main drawback of using world space velocities and locations is that one needs to conservatively remap conserved quantities in order to perform the Runge Kutta averaging in Equations 21 and 22, and it seems difficult in practice to robustly maintain second order accuracy during this combined remapping and Runge Kutta process. This is why we did not pursue this approach when carrying out flux based advection in Section 4.1 where our goal was to achieve second order accuracy.

In the first Euler step, in order to update grid cell $i$, we first compute a world space time $t^n$ fluid velocity at $(\vec{x}_{\text{world}})^{n+1}_i$ by trilinearly interpolating $\vec{u}^n$ at the object space location $(R^n)^{-1}((\vec{x}_{\text{world}})^{n+1}_i - s^n)$ resulting in $\vec{u}^n((R^n)^{-1}((\vec{x}_{\text{world}})^{n+1}_i - s^n))$. Then, we trace a semi-Lagrangian ray back from $(\vec{x}_{\text{world}})^{n+1}_i$ to $(\vec{x}_{\text{world}})^{n+1}_i - \vec{u}^n((R^n)^{-1}((\vec{x}_{\text{world}})^{n+1}_i - s^n))\Delta t$, denoting this final location as $(\vec{x}_{\text{back}})_i$. Since $\phi^n$ is stored at the time $t^n$ grid cell locations, we find the interpolation stencil at location $(\vec{x}_{\text{back}})_i$ in the grid’s time $t^n$ object space. That is, we find interpolation weights such that

$$(R^n)^{-1}((\vec{x}_{\text{back}})_i - s^n) = \sum_j W_{j,i}(\vec{x}_{\text{object}})_j,$$  

where $W_{j,i}$ denotes the interpolation weight from cell $j$ to cell $i$. After finding the interpolation weights for updating all the grid cells including any ghost cells that withdraw $\phi$ from the interior of the grid, we compute the total contribution from each cell $k$ (also including ghost cells) as $\sigma_k = \sum_j W_{k,j}$, scaling down the weights $W_{k,j}$ to $W_{k,j}/\sigma_k$ when $\sigma_k \geq 1$. If $\sigma_k < 1$, we forward advect the remaining weight $1 - \sigma_k$ as follows. First, we trace forward a semi-Lagrangian ray from $(\vec{x}_{\text{world}})_k^n$ to $(\vec{x}_{\text{forward}})_k = (\vec{x}_{\text{world}})_k^n + \vec{u}_k^n\Delta t$. Since $\phi^{n+1}$ is stored at the time $t^{n+1}$ grid cell locations, we find interpolation weights for $(\vec{x}_{\text{forward}})_k$ in the grid’s time $t^{n+1}$ object space as

$$(R^{n+1})^{-1}((\vec{x}_{\text{forward}})_k - s^{n+1}) = \sum_j \hat{W}_{j,k}(\vec{x}_{\text{object}})_j,$$  

where $\hat{W}_{j,k}$ denotes the interpolation weight from cell $j$ to cell $k$. Then, $\phi^{n+1}$ is computed as

$$\phi^{n+1}_i = \sum_j (W_{j,i} + (1 - \sigma_j)\hat{W}_{i,j})\phi^n_j.$$  

See [39] for more details.

In the second Euler step, we update $\phi$ from time $t^{n+1}$ to time $t^{n+2}$. Since a moving grid is like a window that stores a region of $\phi$ in the world space, we note that there can be many different valid choices of grid positions and orientations for time $t^{n+2}$, and what is important is that we interpolate and store values at correct world space locations based on the chosen grid position and orientation. For simplicity, we set the grid position and orientation at time $t^{n+2}$ to be the same as that at time $t^{n+1}$, and found this sufficient for first order accuracy. In order to update grid cell $i$, we first compute $\vec{u}^{n+1}_i$ from $\phi^{n+1}_i$ and then trace back from $(\vec{x}_{\text{world}})^{n+1}_i$ using this velocity. The interpolation stencils and weights are computed using the grid’s time $t^{n+1}$ object space, and the weights are subsequently scaled down or forward advected as usual. For each cell $k$ that needs forward advection, we trace forward from $(\vec{x}_{\text{world}})^{n+1}_k$ using $\vec{u}^{n+1}_k$, and then find the interpolation stencils and weights again using the grid’s time $t^{n+1}$ object space. Finally, $\phi^{n+2}_i$ is computed as usual along the lines of Equation 20.

It is not straightforward to average the values of $\phi^n$ and $\phi^{n+2}$ in world space, since they correspond to different grid positions and orientations. Moreover, trilinearly interpolating before averaging will violate conservation. Therefore, we conservatively advect $\phi^n$ at the time $t^n$ grid cell locations to $(\phi^\text{remap})^n$ at the time $t^{n+1}$ grid cell locations using a fluid velocity field that is identically zero everywhere. The implementation of this conservative remapping is exactly the same as the first Euler step except replacing $\vec{u}^n$ with $\vec{0}$ everywhere.
Then, we compute \( \phi^{n+\frac{1}{2}} \) at the time \( t^{n+1} \) grid cell locations as

\[
\phi_i^{n+\frac{1}{2}} = \frac{3}{4}(\phi_{\text{remap}})_i^n + \frac{1}{4}\phi_i^{n+2}.
\]

Subsequently, we take the third Euler step to update \( \phi^{n+\frac{3}{2}} \) to \( \phi^{n+1} \), again setting \( \phi^{n+\frac{3}{2}} \) to be stored at the time \( t^{n+1} \) grid cell locations. The implementation is the same as the second Euler step except replacing \( \vec{u}_n^{n+1} \) with \( \vec{u}_n^{n+\frac{1}{2}} \). The final averaging step

\[
\phi_i^{n+1} = \frac{1}{3}(\phi_{\text{remap}})_i^n + \frac{2}{3}\phi_i^{n+\frac{3}{2}}
\]

yields a first order accurate approximation to \( \phi \) at time \( t^{n+1} \) stored at the time \( t^{n+1} \) grid cell locations.

Note that we need to allocate enough ghost cells so that the semi-Lagrangian rays from the interior of a grid do not reach outside the ghost domain; see [39] for more details. When using TVD Runge-Kutta, the fluid velocity may increase in any Euler step, and so a time step computed based on \( \vec{u}_n \) may not be sufficient. Although there are many potential remedies, we simply use a smaller time step in this situation.

### 4.3. Numerical results

We carried out a number of examples in both one and two spatial dimensions. We observed second order accuracy when using the flux based scheme with at least second order accurate ENO-LLF, and first order accuracy when using the conservative semi-Lagrangian scheme on some of the finer grids. Here we show a typical example for illustrative purposes. Figure 5 shows the computational set up of two overlapping grids with the finer one rotating. The object space domains, cell sizes, positions, and orientations of the grids are listed in Table 1. The fluid velocity is varying both in time and space according to the function \( \vec{u}(x,y,t) = (\cos(\frac{\pi}{4}t)\sin(\frac{\pi}{5}x), 0) \). The initial condition of the advected scalar field \( \phi \) is specified as

\[
\phi(x, y, t = 0) = \begin{cases} 
1 & \text{if } |x - .5| < .25, |y| < .25, \\
0 & \text{otherwise.}
\end{cases}
\]

The third order accurate ENO-LLF scheme is used on both of the grids with a global CFL number of .5. The order of accuracy for the results at time \( t = 1 \) is computed by averaging the pointwise order of accuracy at 3000 uniformly spacing points between \((.7, 0)\) and \((1, 0)\) resulting in second order accuracy as shown in Table 2(a). Figure 6 shows plots of convergence results on the slice \( y = 0 \). Next, using a global CFL number of 1.8, Table 2(b) and Figure 7 show the results when the conservative semi-Lagrangian scheme is used on the finer rotating grid. Table 2(c) and Figure 8 show the results from a global CFL number of 3 with the conservative semi-Lagrangian scheme used on both of the grids.

<table>
<thead>
<tr>
<th>Object space domain</th>
<th>( \Delta x )</th>
<th>( \vec{s} )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ([-3, 3] \times [-3, 3])</td>
<td>6/n</td>
<td>(0, 0)</td>
<td>0</td>
</tr>
<tr>
<td>2 ([-75, .75] \times [-.75, .75])</td>
<td>3/n</td>
<td>(0, 0)</td>
<td>( \frac{\pi}{4} )</td>
</tr>
</tbody>
</table>

Table 1: The object space domains, cell sizes, positions, and orientation angles of the grids used in the advection tests. \( n \) indicates the number of grid cells in one spatial dimension.
Figure 5: Results of advecting a square bump through a time-varying divergent velocity field on two overlapping grids with grid resolution \( n = 3200 \) using the third order accurate ENO-LLF scheme on both grids. The dashed outline indicates the boundary of the rotating fine grid. The red outline is the \( \phi = .3 \) contour of the advected scalar field.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Order</th>
<th>( n )</th>
<th>Order</th>
<th>( n )</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>2.55</td>
<td>800</td>
<td>.97</td>
<td>1600</td>
<td>.92</td>
</tr>
<tr>
<td>800</td>
<td>1.86</td>
<td>1600</td>
<td>.64</td>
<td>3200</td>
<td>.93</td>
</tr>
<tr>
<td>1600</td>
<td>2.13</td>
<td>3200</td>
<td>.97</td>
<td>6400</td>
<td>.74</td>
</tr>
<tr>
<td>3200</td>
<td>1.99</td>
<td>6400</td>
<td>.98</td>
<td>12800</td>
<td>.87</td>
</tr>
</tbody>
</table>

Table 2: The convergence results at time \( t = 1 \) for the advection tests on two overlapping grids. (a) The third order accurate ENO-LLF scheme is used on both grids. (b) The conservative semi-Lagrangian scheme is used on the finer rotating grid. (c) The conservative semi-Lagrangian scheme is used on both grids. The ground truth used in computing the order of accuracy is the result on a single static grid of resolution \( n = 51,200 \) using the third order accurate ENO-LLF scheme.
Figure 6: The convergence results at time $t = 1$ on the slice $y = 0$ for the advection tests on two overlapping grids using the third order accurate ENO-LLF scheme on both grids.
Figure 7: The convergence results at time $t = 1$ on the slice $y = 0$ for the advection tests on two overlapping grids using the conservative semi-Lagrangian scheme on the finer rotating grid.
Figure 8: The convergence results at time $t = 1$ on the slice $y = 0$ for the advection tests on two overlapping grids using the conservative semi-Lagrangian scheme on both grids.
5. Solving for the Pressure

![Diagram of Voronoi cells](image)

Figure 9: Two adjacent Voronoi cells $i_1$ and $i_2$. $A_{j_1}$, $A_{j_2}$, ..., $A_{j_6}$ denote the areas of the Voronoi faces adjacent to Voronoi cell $i_1$. The shaded region denotes the volume of the dual cell of face $j_4$.

We solve for the pressure by discretizing Equation 7 on the contiguous Voronoi mesh as shown for example in Figure 3. The pressure $p^{n+1}$ is defined at Voronoi cell centers, and we follow the method proposed in [14] for the discretization of the divergence and gradient operators yielding

$$[N + G^T \beta^{-1} G] \hat{p}^{n+1} = \hat{N} \hat{p}^n + G^T \hat{u}_i^*, \quad (23)$$

where $N = \left[ \frac{V_i}{\rho_i^n (c_i^n)^2 \Delta t} \right]$ is a diagonal matrix with $V_i$ the volume of Voronoi cell $i$. $\rho_i^n$ and $c_i^n$ are evaluated using the conserved variables at time $t^n$ and the equation of state noting that the cell centers of the Voronoi mesh are cell centers of Cartesian grids so the conserved variables are defined there. $G$ is the discrete volume-weighted gradient operator, $\beta$ is a diagonal matrix with each diagonal entry representing the fluid mass in the dual cell of a Voronoi face (including the regular Cartesian grid faces that remain on the Voronoi mesh), $\hat{p}$ is the vector of discrete pressure values scaled by $\Delta t$, and $\hat{u}_i^*$ is a vector of the Voronoi face normal components of $\hat{u}^*$.

Each row of the volume weighted divergence operator $-G^T$ corresponds to one Voronoi cell. Consider the volume weighted divergence of cell $i_1$ in Figure 9. According to the divergence theorem, the volume weighted divergence can be discretized as $\sum_{j \in \text{Face}(i_1)} A_j \vec{n}_j \cdot \vec{u}_j$, where $A_j$ is the area of face $j$ and $\vec{n}_j$ is the outward face normal. Note that the outward face normal $\vec{n}_{i_1}^{1}$ for cell $i_1$ and $\vec{n}_{i_2}^{2}$ for cell $i_2$ are in opposite directions on face $j_4$. In order to compute a unique scalar component of $\vec{u}_{j_4}$ to store on face $j_4$, we need to pick a single direction for face $j_4$, and thus we define a unit vector $\vec{e}_{j_4}$ such that

$$\vec{n}_{j_4}^k = s_{j_4}^k \vec{e}_{j_4}, \quad k = i_1 \text{ or } i_2,$$

where $s_{j_4}^k = \pm 1$ is the sign variable. Using an arbitrarily chosen $\vec{e}_j$ for each face of the Voronoi mesh, we store a scalar component on each face $j$ as $u_j = \vec{e}_j \cdot \vec{u}_j$, and express the volume weighted divergence of cell $i_1$ as $\sum_{j \in \text{Face}(i_1)} A_j s_{j_4}^k u_j$.

Next, consider the negated transpose of $-G^T$, i.e. the volume weighted gradient operator $G$. Taking Voronoi face $j_4$ in Figure 9 as an example and assuming $\vec{e}_{j_4}$ points from cell $i_1$ to cell $i_2$, the row of $G$ corresponding to face $j_4$ has an entry of $-A_{j_4}$ in the column corresponding to cell $i_1$ and an entry of $A_{j_4}$ in the column corresponding to cell $i_2$. Thus, $G \hat{u}$ computes the face normal component of the volume weighted pressure gradient at face $j_4$ as $(p_{i_2} - p_{i_1}) A_{j_4}$, which scales the face normal component of the pressure gradient $\frac{p_{i_2} - p_{i_1}}{||\vec{x}_{i_2} - \vec{x}_{i_1}||}$ by the volume $||\vec{x}_{i_2} - \vec{x}_{i_1}|| A_{j_4}$. This volume is shaded in Figure 9, and we define this volume as the volume of the dual cell of face $j_4$. When computing the fluid mass in the dual cell of a Voronoi face, i.e.
β, it is important that we consistently define the volume of a dual cell in this manner. For example, for face \( j_4 \), we compute the fluid mass in its dual cell as

\[
\frac{\rho_{i_1} + \rho_{i_2}}{2} ||\vec{x}_{i_2} - \vec{x}_{i_1}|| A_{j_4},
\]

since face \( j_4 \) is the bisector of the segment between \( \vec{x}_{i_1} \) and \( \vec{x}_{i_2} \) and thus the volume of the dual cell is half inside cell \( i_1 \) and half inside cell \( i_2 \). The velocity field \( \vec{u}_j \) used in Equation 23 is computed in a similar fashion. That is, the fluid momentum in the dual cell of face \( j_4 \) is computed as

\[
\frac{\rho_{i_1} \vec{u}_{i_1} + \rho_{i_2} \vec{u}_{i_2}}{2} ||\vec{x}_{i_2} - \vec{x}_{i_1}|| A_{j_4},
\]

which can be divided by the fluid mass in the dual cell to obtain

\[
\vec{u}_{j_4} = \frac{\rho_{i_1} \vec{u}_{i_1} + \rho_{i_2} \vec{u}_{i_2}}{\rho_{i_1} + \rho_{i_2}}.
\]  

(24)

In order to update the momentum and energy in Voronoi cell \( i_1 \) using the pressure resulting from Equation 23, we first compute the time \( t^{n+1} \) pressure on the cell’s incident Voronoi faces following the same strategy as computing the face pressure on Cartesian grid faces in [38]. For example, the pressure on Voronoi face \( j_4 \) is computed as

\[
\rho_{j_4}^{n+1} = \frac{\rho_{i_2}^{n+1} \rho_{j_4}^{n+1} + \rho_{i_1}^{n+1} \rho_{j_4}^{n+1}}{\rho_{j_4}^{n+1} + \rho_{j_4}^{n+1}}.
\]  

(25)

Using the time \( t^{n+1} \) pressure on all the incident Voronoi faces, we update the momentum in Voronoi cell \( i_1 \) via

\[
(\rho \vec{u})_{i_1}^{n+1} = (\rho \vec{u})_{i_1}^n - \frac{\Delta t}{V_{i_1}} \sum_{j \in \text{Face}(i_1)} p_{j_4}^{n+1} A_j n_i^{j_4}.
\]  

(26)

In order to update the energy, we first compute the time \( t^{n+1} \) scalar component of the fluid velocity on all incident Voronoi faces. For example, for face \( j_4 \) assuming \( \vec{e}_{j_4} \) points from cell \( i_1 \) to cell \( i_2 \), we obtain

\[
u_{j_4}^{n+1} = u_{j_4}^n - \frac{\Delta t}{\rho_{j_4}^{n+1} ||\vec{x}_{i_2} - \vec{x}_{i_1}||} (p_{j_4}^{n+1} - p_{i_1}^{n+1}),
\]  

(27)

where the face density \( \rho_{j_4}^{n+1} \) is computed by averaging the density from the two neighboring Voronoi cells. After obtaining the time \( t^{n+1} \) scalar component of the fluid velocity on every Voronoi face, the energy in Voronoi cell \( i_1 \) is updated via

\[
E_{i_1}^{n+1} = E_{i_1}^n - \frac{\Delta t}{V_{i_1}} \sum_{j \in \text{Face}(i_1)} p_{j_4}^{n+1} u_{j_4}^{n+1} A_j s_i^{j_4}.
\]  

(28)

Equations 26 and 28 provide time \( t^{n+1} \) values for momentum and energy on the Voronoi mesh that can be used to interpolate values onto the Cartesian grids; however, this violates conservation. Instead, in order to preserve conservation on each Cartesian grid including the background grid, we interpolate pressure from the Voronoi mesh to removed Cartesian grid cells as well as one layer of ghost cells using the method in Section 3. Then, each Cartesian grid independently follows the method from [38]. For example, in one spatial dimension, we compute the pressure on the grid face

\[
p_{k+\frac{1}{2}}^{n+1} = \frac{p_{k+1}^{n+1} p_{k}^{n+1} + p_{k}^{n+1} p_{k-1}^{n+1}}{p_{k+1}^{n+1} + p_{k}^{n+1}}.
\]  

(29)
Figure 10: A standard Sod shock tube test on a single static one-dimensional grid computed using the second order accurate ENO-LLF scheme (left) or the conservative semi-Lagrangian scheme (right) for advection, followed by an implicit pressure update. The grid domain is [0, 1] and the number of grid cells is 1000. The CFL number is .5 in both tests. Severe spurious oscillations are observed when using the conservative semi-Lagrangian scheme.

from which one can update the momentum

\[(\rho u)^{n+1}_k = (\rho u)_k^n - \frac{\Delta t}{\Delta x} (p^{n+1}_{k+1/2} - p^{n+1}_{k-1/2}).\]  

(30)

Then, the face velocity is computed via

\[u^{n+1}_{k+\frac{1}{2}} = u^*_n - \frac{\Delta t}{\rho^{n+1}_{k+\frac{1}{2}} \Delta x} (p^{n+1}_{k+1} - p^{n+1}_{k}).\]  

(31)

where the face density \(\rho^{n+1}_{k+\frac{1}{2}}\) is computed by averaging the density from the two neighboring grid cells. Finally, the energy is updated via

\[E^{n+1}_k = E^*_k - \frac{\Delta t}{\Delta x} (p^{n+1}_{k+\frac{1}{2}} u^{n+1}_{k+\frac{1}{2}} - p^{n+1}_{k-\frac{1}{2}} u^{n+1}_{k-\frac{1}{2}}).\]  

(32)

6. High Order Diffusion

The implicit discretization of the pressure terms in Section 5 contains inherent central differencing which can lead to spurious oscillations. This problem is exacerbated when using the conservative semi-Lagrangian scheme for discretizing the advection terms, as shown in Figures 10 and 11. We surmise that the ENO-LLF scheme behaves better than the conservative semi-Lagrangian scheme because of the extra high order dissipation. However, the ENO-LLF scheme is only using eigenvalues from the advection terms, without including the sound speeds, making its diffusion too small as well.

Noting that we may want to add even more high order diffusion than the ENO-LLF scheme typically does, we proceed with an implicit discretization, which of course needs to be globally coupled. Thus, we utilize the Voronoi mesh obtaining

\[\tilde{\nabla} (\hat{V} + G^T \hat{\mu} G) \phi^{n+1} = \tilde{V} \tilde{\phi},\]  

(33)

where \(\tilde{\phi}\) and \(\phi^{n+1}\) are vectors of \(\phi\) values before and after applying the high order diffusion, respectively, both discretized at Voronoi cell centers. \(\tilde{V} = \frac{1}{\Delta t} \frac{V}{\Delta x}\) is a diagonal matrix, and \(\hat{\mu} = \frac{\mu}{\lambda_{\mu}}\) is a diagonal matrix...
Figure 11: A shock is reflected from a wall on a single static one-dimensional grid computed using the second order accurate ENO-LLF scheme (left) or the conservative semi-Lagrangian scheme (right) for advection, followed by an implicit pressure update. The grid domain is \([-1, 0]\) and the number of grid cells is 1000. The initial condition has density 1, velocity 1, and pressure .2 throughout the domain. A standard reflective solid wall boundary condition is applied to the right-hand boundary of the domain. The CFL number is .5 in both tests.

with \(\mu_j\) the high order diffusion coefficient at Voronoi face \(j\) and \((V_f)_j\) the volume of the dual cell of face \(j\) (the shaded area in Figure 9).

The high order diffusion coefficient \(\mu\) at for example Voronoi face \(j_4\) in Figure 9 is computed using the state variables in the two neighboring Voronoi cells \(i_1\) and \(i_2\). For each of these two Voronoi cells, we compute the eigenvalues of the full Jacobian matrix of the flux terms in the direction of \(\vec{e}_{j_4}\). For cell \(i_1\), we obtain \(\vec{u}_{i_1} \cdot \vec{e}_{j_4} - c_{i_1}, \vec{u}_{i_1} \cdot \vec{e}_{j_4}, \) and \(\vec{u}_{i_1} \cdot \vec{e}_{j_4} + c_{i_1}\) and choose the eigenvalue with the largest absolute value denoting this as \((|\lambda|_{\text{max}})_{i_1}\). Then,

\[
\mu_{j_4} = \frac{||\vec{x}_{i_2} - \vec{x}_{i_1}||}{2} \max\left((|\lambda|_{\text{max}})_{i_1}, (|\lambda|_{\text{max}})_{i_2}\right)
\]  

(34)

is the high order diffusion coefficient proportional to \(\Delta x\), so the high order diffusion vanishes as \(\Delta x \to 0\). Note that the same diffusion coefficients are used for all the components of the state variables, since transformations into the characteristic fields are not utilized.

The \(\phi^{n+1}\) values resulting from Equation 33 may not be exactly conservative due to the numerical errors and tolerances of the linear solver, and thus we instead use these \(\phi^{n+1}\) values to compute numerical fluxes at Voronoi faces. For example, for face \(j_4\), we compute a numerical flux of

\[
(F_{\text{diffusion}})_{j_4} = -\mu_{j_4} \frac{\phi_{i_2}^{n+1} - \phi_{i_1}^{n+1}}{||\vec{x}_{i_2} - \vec{x}_{i_1}||}.
\]  

(35)

Using the numerical fluxes on all the incident Voronoi faces, the \(\phi\) value in cell \(i_1\) can be updated via

\[
\phi_{i_1}^{n+1} = \hat{\phi}_{i_1} - \frac{\Delta t}{V_{i_1}} \sum_{j \in \text{Face}(i_1)} (F_{\text{diffusion}})_{j} A_j s_{j_4}^{i_1}.
\]  

(36)

However, in order to maintain conservation on each Cartesian grid, including the background grid, we can instead interpolate the numerical fluxes in Equation 35 from the Voronoi mesh to the removed Cartesian grid faces using the method from Section 3. Then, the \(\phi\) values on each Cartesian grid can be updated independently using the standard flux based method. Note that Equation 35 uses only first divided differences, which typically results in more diffusion than using higher order divided differences in the standard ENO-LLF scheme. Thus, our preferred method interpolates \(\phi^{n+1}\) from the Voronoi mesh to the removed
Cartesian grid cells, and uses these new $\phi^{n+1}$ values to construct higher order divided differences that are used to compute new diffusion fluxes on the Cartesian grid faces that are also Voronoi faces. The Cartesian grid faces that are not Voronoi faces are still updated with the interpolated values of numerical fluxes from Equation 35. This applies more diffusion near intergrid boundaries, which is often desirable. Furthermore, we have found that the increased diffusion is often desirable for grids with effective CFL numbers larger than 4, and therefore we do not use higher order divided differences for any of the faces of these grids. Figures 12 and 13 show that high order diffusion applied in the aforementioned manner alleviates the issues depicted in Figures 10 and 11.

7. Conservation

The methods proposed in Sections 4, 5, and 6 for advection, pressure based fluxes, and high order diffusion are all fully conservative on the background grid as well as on the interior of every other grid neglecting the lower dimensional influence of ghost cells. In regions where grids overlap, duplicate values of the conserved variables tend to drift apart. Although this could be rectified by filling overlapped cells with interpolated values, that violates conservation. Instead, we treat interpolated values as target values and conservatively remap values in overlapped regions. This is similar in spirit to [37, 47, 46, 45, 9]. The spatially contiguous target values are defined on the Voronoi mesh and created by applying the pressure fluxes specified in Equations 26 and 28 as well as the high order diffusion specified in Equation 36. Moreover, on the Voronoi faces which are also Cartesian grid faces where the higher order divided differences were used to compute diffusion fluxes, we utilize these higher order fluxes in Equation 36. A similar consideration is not necessary for the pressure fluxes, since Equations 26 and 28 reduce to Equations 30 and 32 where the Voronoi mesh and Cartesian grid faces agree.

For the Cartesian grid cell centers that agree in value with their Voronoi cell center counterparts, nothing needs to be done. However, the values at the Cartesian grid cell centers that were removed from the Voronoi mesh will not generally agree with the values interpolated from the Voronoi mesh, so these cells require conservative remapping. In addition, the Cartesian grid cell centers that remain on the Voronoi mesh but do not degenerate to Cartesian grid cells on the Voronoi mesh, rather having irregular boundaries, will
also disagree in value with their counterparts on the Voronoi mesh. Thus, these cells require conservative remapping as well.

Consider each grid independently. We conservatively remap the values of \( \phi \) such that the net change is identically zero, i.e. \( \sum \Delta \phi_i = 0 \), where we have eliminated the volume of each grid cell since it is the same for every cell of a particular Cartesian grid. We proceed as follows. First, we use the target value or an interpolated target value in order to compute a target \( \Delta \phi_i \) for every cell under consideration. Then, we compute the gain \( \sigma_{\text{gain}} \) as the sum of all \( \Delta \phi_i \) where \( \Delta \phi_i > 0 \) and the loss \( \sigma_{\text{loss}} \) as the absolute value of the sum of all \( \Delta \phi_i \) where \( \Delta \phi_i < 0 \). If \( \sigma_{\text{gain}} > \sigma_{\text{loss}} \), then we need not adjust any of the cells where \( \Delta \phi_i < 0 \), since they obtain their target values by losing material when there is a net gain of material. In this case we achieve conservation simply by scaling down \( \Delta \phi_i \) for all cells where \( \Delta \phi_i > 0 \) using the factor \( \sigma_{\text{loss}}/\sigma_{\text{gain}} \). Similarly, if \( \sigma_{\text{gain}} < \sigma_{\text{loss}} \), we scale down \( \Delta \phi_i \) for all cells where \( \Delta \phi_i < 0 \) using the factor \( \sigma_{\text{gain}}/\sigma_{\text{loss}} \). The resulting values are always bounded between the original values and the target values, see for example Figure 14. Since the values on both the Voronoi mesh and Cartesian grid converge to the analytic solution under grid refinement, bounding the remapped values between them guarantees convergence while minimizing the creation of extrema. This conservative remapping method is applied to density, momentum, and energy at the end of each time step.

### 7.1. Positivity preservation

Since the conservative remapping method bounds the remapped values between the original values and the target values, the remapped density and energy remain positive. However, the internal energy computed from the remapped conserved variables does not necessarily stay positive. This is rectified as follows. We clamp the proposed change of the conserved variables \( \Delta \rho_i, \Delta(\rho\vec{u})_i \), and \( \Delta E_i \) using a scaling factor \( \lambda_i \in [0,1] \) such that the resulting internal energy is bounded from below, i.e.

\[
\frac{E_i + \lambda_i \Delta E_i}{\rho_i + \lambda_i \Delta \rho_i} - \frac{||(\rho\vec{u})_i + \lambda_i \Delta(\rho\vec{u})_i||^2}{2(\rho_i + \lambda_i \Delta \rho_i)^2} \geq (e_{\text{min}})_i,
\]

where

\[
(e_{\text{min}})_i = 0.9 \min \{e_i, (e_{\text{target}})_i\},
\]

and \( (e_{\text{target}})_i \) is computed from the target conserved variables. Equation 37 can be rearranged into the form

\[
A \lambda_i^2 + B \lambda_i + C \geq 0,
\]
where
\[
A = 2\Delta E_i \Delta \rho_i - \|\Delta (\rho \vec{u})_i\|^2 - 2(e_{\text{min}})_i (\Delta \rho_i)^2,
\]
\[
B = 2\rho_i \Delta E_i + 2E_i \Delta \rho_i - 2(\rho \vec{u})_i \cdot \Delta (\rho \vec{u})_i - 4(e_{\text{min}})_i \rho_i \Delta \rho_i,
\]
\[
C = 2E_i \rho_i - \|\rho \vec{u})_i\|^2 - 2(e_{\text{min}})_i (\rho_i)^2 = 2(\rho_i)^2 (e_i - (e_{\text{min}})_i).
\]

The second equality in the definition of \( C \) is obtained using \( E_i = \rho_i e_i + \|\rho \vec{u}_i\|^2 \). This, along with Equation 38, shows that \( C \) is strictly positive and thus a solution for Equation 39 always exists. We solve Equation 39 to find the maximum allowable value of \( \lambda_i \) using the robust method proposed in [52], which is especially important if any of the coefficients approach zero.

Using \( \lambda_i \) to scale down the change of the conserved variables preserves positivity but violates conservation. Thus, we once again reinforce conservation by recomputing \( \sigma_{\text{gain}} \) and \( \sigma_{\text{loss}} \) and proceeding as above. This entire process can be iteratively repeated, and in practice we have rarely seen the necessity of more than two iterations.

### 7.2. Numerical results

We carried out a number of convergence tests in both one and two spatial dimensions. Here we show a few typical examples for illustrative purposes. In all these examples, we use the second order accurate ENO-LLF scheme for advection followed by the implicit pressure update and the implicit high order diffusion.

First, consider a standard one-dimensional Sod shock tube test with the initial conditions \((\rho, u, p)\) equal to \((1, 0, 1)\) when \(x \leq 0\) and \((.125, 0, .1)\) when \(x > 0\). There are two overlapping grids with their object space domains and cell sizes listed in Table 3. In Figure 15 the initially stationary finer grid moves with a velocity of 1.7522 when \(t \geq .329\) so that the shock front remains interior to that grid. In Figure 16 the finer grid starts moving earlier when \(t = .158\) so that the shock front is coincident with the left-hand boundary of the grid. While both methods converge when the shock is kept interior to the finer grid, linear interpolation does not adequately converge when the shock front is aligned with the left-hand grid boundary. Similar results were obtained if the finer grid begins to move at a later time in order to keep the shock coincident with its right-hand boundary. In a second series of tests, we used an underlying leftward moving fluid velocity in order to create a stationary Sod shock. The finer grid was placed such that the shock front was on its left-hand boundary, right-hand boundary, or interior. The proposed conservative remapping method converged in all three cases.
Figure 15: Convergence results of the density field for the one-dimensional Sod shock tube test at time $t = 1.5$. The dashed lines indicate the boundaries of the finer grid.

Figure 16: Convergence results of the density field for the one-dimensional Sod shock tube test at time $t = 1.5$. The dashed lines indicate the boundaries of the finer grid.
Table 3: The object space domains, cell sizes, and initial positions of the two grids used in the one-dimensional Sod shock tube test. \( n \) indicates the number of cells on the background grid.

Next, consider a two-dimensional Sod shock tube test with the same initial conditions and two overlapping grids as specified in Table 4. In Figure 17 (top), we show the convergence results holding the finer grid stationary as the shock wave passes over it. The rest of Figure 17 shows the results when the finer grid moves in order to keep the shock front aligned with the center, left-hand boundary, or right-hand boundary similar to Figures 15 and 16 except that the finer grid does not extend all the way to the top and bottom boundary of the coarser grid illustrating behaviors tangential to a shock that crosses from the finer to the coarser grid. All the simulations converge as expected. Figure 18 rotates the finer grid to an angle of \( \pi/3 \) and either holds it fixed or translates it with the velocity of the shock. Again, the simulations converge as expected, although one can see a small kink near the transition from the finer to the coarser grid on the lower resolution simulations.

Table 4: The object space domains, cell sizes, and initial positions of the two grids used in the two-dimensional Sod shock tube test. \( n \) indicates the number of cells in x-direction on the background grid.
Figure 17: Convergence of the $\rho = .25$ density contour for the two-dimensional Sod shock tube test at time $t = 1.5$. This density value is between the postshock density .2656 and the preshock density .125, and thus its contour should converge to the location of the analytic shock front. The dashed outline indicates the fine grid boundary at time $t = 1.5$. 
Figure 18: Convergence of the $\rho = .25$ density contour for the two-dimensional Sod shock tube test at time $t = 1.5$. This density value is between the postshock density $.2656$ and the preshock density $.125$, and thus its contour should converge to the location of the analytic shock front. The dashed outline indicates the fine grid boundary at time $t = 1.5$.
8. Examples

At this point we pause to present a few examples before considering two-way solid fluid coupling in Section 9. We solve the symmetric positive-definite systems for both the pressure and the high order diffusion via the preconditioned conjugate gradient method with diagonal preconditioners. In the examples below, all quantities are in SI units, and gravity is set to zero.

We rasterize the various stationary solid walls and domain boundaries onto the grids by classifying grid cell centers as inside the fluid, inside one of the solids, or outside the domain, where we denote the grid cells inside the fluid as fluid grid cells and the grid cells inside the solids as solid grid cells. The fluid state variables in grid cells that are inside the solids or outside the domain are filled with appropriate boundary conditions before advection. When discretizing the pressure terms using the Voronoi mesh, we rasterize the various stationary solid walls and domain boundaries onto the Voronoi mesh by classifying Voronoi cell centers in a similar fashion. The pressure degrees of freedom are only defined in the Voronoi cells whose centers are inside the fluid. Note that when interpolating pressure from the Voronoi mesh to removed Cartesian grid cells, we discard the cells that are inside the solids or outside the domain from the interpolation stencils and renormalize the weights.

We have noticed that artificial oscillations occasionally originate from solid boundaries which are overlapped and rasterized differently by different grids. This is remedied by identifying fluid grid cells adjacent to solid grid cells and updating their values using interpolation from the updated values of momentum and energy on the contiguous Voronoi mesh. Note that the Voronoi momentum and energy is updated via Equations 26 and 28. Additionally, these grid cells do not participate in the conservative remapping discussed in section 7, but rather have their values directly replaced with the target values from the Voronoi mesh.

8.1. Two interacting blast waves

Consider the one-dimensional test of two interacting blast waves introduced by [70] which involves multiple strong shocks. The initial conditions are specified as

\[
(p(x), u(x), p(x)) = \begin{cases} 
(1, 0, 10^3) & \text{if } 0 \leq x < .1, \\
(1, 0, 10^{-2}) & \text{if } .1 \leq x < .9, \\
(1, 0, 10^2) & \text{if } .9 \leq x < 1.
\end{cases}
\]  

Standard reflective solid wall boundary conditions are applied to both the left and the right boundaries. There are three overlapping grids listed in Table 5, where the two finer grids are moving. We use the second order accurate ENO-LLF scheme for advection on all grids with a global CFL number of 3, and subdivide the time steps during advection. Figure 19 shows that the solutions correctly converge to a ground truth result computed using a single static grid at resolution \( n = 40,000 \) and third order accurate ENO-LLF with a CFL number of .5. Figure 20 shows the results using the conservative semi-Lagrangian scheme and a global CFL number of 3, where we do not need to subdivide the time steps during advection.

<table>
<thead>
<tr>
<th>Object space domain</th>
<th>( \Delta x )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [0, 1] ( 1/n )</td>
<td>.0</td>
<td>0</td>
</tr>
<tr>
<td>2 [.3, .7] ( .5/n )</td>
<td>(.25\sin(10\pi t))</td>
<td></td>
</tr>
<tr>
<td>3 [.4, .6] ( .25/n )</td>
<td>(.25\sin(10\pi t))</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: The object space domains, cell sizes, and positions of the grids used in the two interacting blast waves example. \( n \) indicates the number of grid cells on the background grid. In this example, the two finer grids are not meant to track features, but are merely meant to test the efficacy of our method in terms of complex features crossing grid boundaries and vice versa.
Figure 19: Convergence results for the two interacting blast waves at time $t = 0.038$, where the inner two thicker dashed lines indicate the boundaries of grid 3 and the outer two thinner dashed lines indicate the boundaries of grid 2. The second order accurate ENO-LLF scheme is used for advection.
Figure 20: Convergence results for the two interacting blast waves at time $t = .038$, where the inner two thicker dashed lines indicate the boundaries of grid 3 and the outer two thinner dashed lines indicate the boundaries of grid 2. The conservative semi-Lagrangian scheme is used for advection.
8.2. Double mach reflection of a strong shock

Consider the two-dimensional test introduced in [70] which involves double Mach reflection of a strong shock. In a computational domain of \([0, 4] \times [0, 1]\), a planar Mach 10 shock hits a reflective solid wall boundary that lies along the bottom of the domain, i.e. \(y = 0\), in the range of \(x \in [1/6, 4]\). The plane of the shock front is initially incident to the reflective solid wall at \((1/6, 0)\) with an angle of \(\pi/3\) with respect to the x-direction. The left and bottom (for \(x \in (0, 1/6)\)) boundary conditions are given by the postshock condition, and a standard zero-gradient outflow boundary condition is applied at the right boundary. The top boundary conditions are set to describe the exact motion of the Mach 10 shock. The initial conditions are specified as

\[
(p(x, y), \bar{u}(x, y), p(x, y)) = \begin{cases} 
(1.4, 0, 1) & \text{preshock,} \\
(8, 8.25\bar{n}, 116.5) & \text{postshock,}
\end{cases}
\]

where \(\bar{n}\) denotes the unit vector in the initial shock speed direction. Table 6 shows the six moving grids used to track important features of the flow. The results obtained using a grid resolution of \(n = 240\) and a global CFL number of 3 are shown in Figure 21, which compares well with [70]. Figure 22 shows convergence results of the \(\rho = 9\) density contour as compared to a ground truth computed using a single static grid of resolution \(n = 960\) and third order accurate ENO-LLF with a CFL number of .5.

<table>
<thead>
<tr>
<th>Object space domain</th>
<th>(\Delta x)</th>
<th>(\bar{s})</th>
<th>(\theta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ([-2.4, 2]) ([-2.1, 2])</td>
<td>(1/n)</td>
<td>((0, 0))</td>
<td>0</td>
</tr>
<tr>
<td>2 ([0, 1.2] ([-1, 1])</td>
<td>(.5/n)</td>
<td>((1/5 + 20\sqrt{3}/s, 0))</td>
<td>(\pi/7)</td>
</tr>
<tr>
<td>3 ([-35, 35] ([-25, 25])</td>
<td>(.4/n)</td>
<td>((1/5 + 20\sqrt{3}/s, 24))</td>
<td>0</td>
</tr>
<tr>
<td>4 ([-05, 9] ([-15, 15])</td>
<td>(.5/n)</td>
<td>((1/5, 0))</td>
<td>(24\pi/23, t \leq .15)</td>
</tr>
<tr>
<td>5 ([-75, 75] ([-15, 15])</td>
<td>(.5/n)</td>
<td>((1.4 + 25t, 0))</td>
<td>0</td>
</tr>
<tr>
<td>6 ([-35, 35] ([-1, 1])</td>
<td>(.4/n)</td>
<td>((14/5, 0))</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6: The object space domains, cell sizes, positions, and orientations of the grids used in the double Mach reflection of a strong shock example. \(n\) indicates the number of grid cells in one axial direction in a length of 1 on the background grid.

8.3. Mach 3 wind tunnel with a step

Consider a two-dimensional Mach 3 wind tunnel with a solid step as described in [70, 20]. The computational domain is \([0, 3] \times [0, 1]\), and the solid step is .2 units high located at the bottom of the domain .6 units from the left boundary. Initially, the wind tunnel is filled with gas with initial conditions \(\rho = 1.4, p = 1\), and \(\bar{u} = (3, 0)\), and gas with these conditions is continually fed in the left boundary while the right boundary is set to a zero-gradient outflow boundary condition. Standard reflective solid wall boundary conditions are applied to the top and bottom boundaries of the computational domain. We applied the entropy and enthalpy fix around the solid step corner as in [70] and the isobaric fix near solid boundaries as in [20]. In this example, the grid motions are specified manually, and Table 7 lists the locations of the 9 grids at time \(t = 4\).

The results obtained using the second order accurate ENO-LLF scheme are shown in Figure 23, which compares well to [70]. Figure 25 shows the convergence of the \(\rho = 4\) density contour at time \(t = 4\) as compared to the ground truth computed using a static grid at resolution \(n = 1280\) and third order accurate ENO-LLF with a CFL number of .5. The results obtained using the conservative semi-Lagrangian scheme are shown in Figure 24. The shock reflection off the solid step near \(x = 1.25\) in Figure 24(a) is problematic, and we note that this behavior not only subsides when reducing the CFL number to .5 but also seems to depend on the placement of the grids with regards to the difficult corner. Shrinking the fine grid to uncover the corner in Figure 24(b) alleviates the issues. The convergence result is shown in Figure 25(c).
Figure 21: The density contour plots for the double Mach reflection of a strong shock example at time $t = .2$, where the dashed outlines indicate the grid boundaries. 30 contours are plotted within the range $[1.731, 20.92]$.

<table>
<thead>
<tr>
<th>Object space domain</th>
<th>$\Delta x$</th>
<th>$\hat{s}$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $[-2.3,2] \times [-2.1,2]$</td>
<td>$1/n$</td>
<td>$(0,0)$</td>
<td>0</td>
</tr>
<tr>
<td>2 $[-1.3,1] \times [-0.88,0.8]$</td>
<td>$0.356/n$</td>
<td>$(0,1)$</td>
<td>0</td>
</tr>
<tr>
<td>3 $[-1.3,1] \times [-0.88,0.8]$</td>
<td>$0.356/n$</td>
<td>$(0,0)$</td>
<td>0</td>
</tr>
<tr>
<td>4 $[-1.7] \times [-1.15,1.15]$</td>
<td>$0.4/n$</td>
<td>$(0.325,0.275)$</td>
<td>1.22</td>
</tr>
<tr>
<td>5 $[0.1,2] \times [-1.15,1.15]$</td>
<td>$0.4/n$</td>
<td>$(0.612,0.913)$</td>
<td>$-0.785$</td>
</tr>
<tr>
<td>6 $[-3.9] \times [-1.15,1.15]$</td>
<td>$0.4/n$</td>
<td>$(1.5,0.425)$</td>
<td>0.61</td>
</tr>
<tr>
<td>7 $[-11.77] \times [-11.11]$</td>
<td>$0.44/n$</td>
<td>$(2.35,0.925)$</td>
<td>$-0.349$</td>
</tr>
<tr>
<td>8 $[-3.3] \times [-1.15,1.15]$</td>
<td>$0.4/n$</td>
<td>$(0.325,0.225)$</td>
<td>1.22</td>
</tr>
<tr>
<td>9 $[-15.255] \times [-18.18]$</td>
<td>$0.24/n$</td>
<td>$(6.6,2)$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7: The object space domains, cell sizes, positions, and orientations of the grids at time $t = 4$ in the Mach 3 wind tunnel with a step example. $n$ indicates the number of grid cells in one axial direction in a length of 1 on the background grid.
Figure 22: Convergence of the $\rho = 9$ density contour for the double Mach reflection of a strong shock example at time $t = .2$. 
Figure 23: The density contour plots for the Mach 3 wind tunnel with a step at time $t = 4$ at grid resolution $n = 320$, where the dashed outlines indicate the grid boundaries. 30 contours are plotted within the range $[0.2568, 6.067]$. 

(a) ENO-LLF, CFL=.5

(b) ENO-LLF, CFL=3
Figure 24: The density contour plots for the Mach 3 wind tunnel with a step at time $t = 4$ at grid resolution $n = 320$, where the dashed outlines indicate the grid boundaries. Note that in (b) the fine grid around the solid step is shrunk so that the corner of the step is exposed to the background grid. 30 contours are plotted within the range $[.2568, .6067]$. 

(a) Conservative semi-Lagrangian scheme, CFL=3

(b) Conservative semi-Lagrangian scheme, CFL=3 (shrinking the fine grid around the solid step)
(a) ENO-LLF, CFL=.5

(b) ENO-LLF, CFL=3

(c) Conservative semi-Lagrangian scheme, CFL=3 (shrinking the fine grid around the solid step)

Figure 25: Convergence of the $\rho = 4$ density contour for the Mach 3 wind tunnel with a step at time $t = 4$. 
9. Two-Way Solid Fluid Coupling

We adapt the two-way solid fluid coupling approach for compressible flow from [24, 23] to our Chimera grid framework. A deformable body can be described by vectors of nodal positions \( \mathbf{x}(t) \) and velocities \( \mathbf{v}(t) \). The evolution of positions and velocities satisfies Newton’s second law

\[
\mathbf{x}_t = \mathbf{v} \tag{42}
\]

\[
M \mathbf{v}_t = \mathbf{F}(\mathbf{x}, \mathbf{v}), \tag{43}
\]

where \( M \) is the solid mass matrix and \( \mathbf{F} \) is the vector of all forces acting on the solid. We discretize and compute elastic and body forces explicitly, and discretize damping terms explicitly in position but implicitly in velocity. This results in

\[
\mathbf{v}^{n+1/2} = \mathbf{v}^n + \frac{\Delta t}{2} M^{-1} \mathbf{F}_e(x^n) + \frac{\Delta t}{2} M^{-1} \mathbf{D}(x^n) \mathbf{v}^{n+1/2} \tag{44}
\]

\[
\ddot{x}^{n+1} = \ddot{x}^n + \Delta t \ddot{v}^{n+1/2} \tag{45}
\]

\[
(x^{n+1}, \ddot{x}^n) = \text{CollisionAndContact}(\ddot{x}^{n+1}, \ddot{x}^n) \tag{46}
\]

\[
\mathbf{v}^{n+1} = \mathbf{v}^n + \Delta t M^{-1} \mathbf{F}_e(x^{n+1}) + \Delta t M^{-1} \mathbf{D}(x^{n+1}) \mathbf{v}^{n+1} \tag{47}
\]

where \( \mathbf{F}_e(x) \) is the sum of elastic and body forces, and \( \mathbf{D}(x) \) is the damping matrix. Collision and contact are handled for deformable and rigid bodies as outlined in [10], [25], and [62].

For a rigid body, we define the generalized position vector as \( \mathbf{x} = (x_{cm}^T, \theta^T)^T \) and the generalized velocity vector as \( \mathbf{v} = (v_{cm}^T, \omega^T)^T \) where \( x_{cm} \) and \( v_{cm} \) are the position and velocity of the center of mass, and \( \theta \) and \( \omega \) are the angular position and velocity. The rigid body equivalent of Equation 43 is

\[
\begin{pmatrix}
M_r & 0 \\
0 & I_r
\end{pmatrix}
\begin{pmatrix}
\mathbf{v}_t \\
\mathbf{\tau}
\end{pmatrix}
= \begin{pmatrix}
f_{cm} \\
\mathbf{\tau}
\end{pmatrix},
\tag{48}
\]

where \( M_r \) is a \( 3 \times 3 \) diagonal matrix with the rigid body mass on the diagonal, and \( f_{cm} \) and \( \mathbf{\tau} \) are the net force and torque. Note that the inertia tensor \( I_r \) is a function of \( \theta \) and thus a function of time \( t \). The rigid body equivalents of Equations 44 – 47 are

\[
(M \mathbf{v})^{n+1/2} = (M \mathbf{v})^n + \frac{\Delta t}{2} M^{-1} \mathbf{F}_e(x^n) + \frac{\Delta t}{2} M^{-1} \mathbf{D}(x^n) \mathbf{v}^{n+1/2} \tag{49}
\]

\[
\ddot{x}^{n+1} = \ddot{x}^n + \Delta t \ddot{v}^{n+1/2} \tag{50}
\]

\[
(x^{n+1}, (\ddot{\mathbf{x}})^n) = \text{CollisionAndContact}(\ddot{x}^{n+1}, (\ddot{\mathbf{x}})^n) \tag{51}
\]

\[
(M \mathbf{v})^{n+1} = (\ddot{\mathbf{v}})^n + \Delta t \mathbf{F}_e(x^{n+1}) + \Delta t \mathbf{D}(x^{n+1}) \mathbf{v}^{n+1} \tag{52}
\]

Since we keep the solid positions frozen at time \( t^n \) when solving Equation 49 and frozen at time \( t^{n+1} \) when solving Equation 52, Equations 49 and 52 degenerate into Equations 44 and 47.

After obtaining the time \( t^{n+1/2} \) solid velocity \( \mathbf{v}^{n+1/2} \), we update the solid positions using Equations 45 and 46 (or Equations 50 and 51) in conjunction with the fluid advection. In each subdivided time step \( \Delta t_i \) for the purpose of advection, we first update the solid positions using Equation 45 (or Equation 50) and \( \Delta t_i \) and then process collision and contact using Equation 46 (or Equation 51) obtaining the solid positions at time \( t^n + \sum_{j=1}^{i-1} \Delta t_j \). Subsequently, we follow [24] filling ghost cells inside solids based on the solid positions at time \( t^n + \sum_{j=1}^{i-1} \Delta t_j \) using the reflective boundary condition and an effective pointwise solid velocity which is computed for any point on the solid surface as the displacement of that point from time \( t^n + \sum_{j=1}^{i-1} \Delta t_j \) to time \( t^n + \sum_{j=1}^{i} \Delta t_j \) divided by \( \Delta t_i \). See also [40, 69, 42]. These filled ghost cells inside solids provide boundary conditions for advection as well as valid fluid states for populating cells uncovered as solids move. Next, we update all the grids’ positions and orientations while solving for fluid advection as discussed in Section 4.
In Equations 44 and 47, the $F_e$ terms are first incorporated explicitly to get an intermediate velocity $v^*$. Then, instead of solving for the damping terms implicitly as in Equations 44 and 47, we solve a two-way coupled system. The solution procedure for the first two-way coupled system in Equation 44 is the same as that for the second one in Equation 47, except that $\Delta t$ is replaced with $\Delta t$, $x^n$ is replaced with $x^{n+1}$, and the fluid state after advection is used. Thus, we only focus on the formulation of the second two-way coupled system in Section 9.1. After obtaining the time $t_n^{n+1}$ fluid state and solid velocity, we apply the high order diffusion terms in Section 6 and conservatively remap the values in overlapped regions as discussed in Section 7.

9.1. Two-way coupled system

Extending the method from [24], we rasterize the solids onto the Voronoi mesh by classifying the Voronoi cell centers as inside the fluid or inside one of the solids, resulting in two types of Voronoi cells: fluid cells and solid cells. In addition, there are four types of Voronoi faces: fluid-fluid faces, solid-fluid faces, faces inside a single solid (both adjacent Voronoi cell centers are inside the same solid), and faces between two solids (the adjacent Voronoi cell centers are inside different solids). See Figure 26. On each solid-fluid face a coupling constraint enforces equality between the face normal component of the fluid velocity and the face normal component of the solid velocity interpolated to the center of that Voronoi face. This can be described as

$$Wu_j^{n+1} - Jv_j^{n+1} = 0$$ (53)
where \( \mathbf{W} \) is a matrix of zeros and ones that picks out the solid fluid coupling faces, and \( \mathbf{J} \) can be decomposed into

\[
\mathbf{J} = \mathbf{W} \hat{\mathbf{N}} \mathbf{J} \mathbf{R}
\]

(54)

where \( \mathbf{R} \) samples the solids’ velocity, \( \mathbf{J} \) maps these samples to the center of the cell faces, and \( \mathbf{N} \) uses face normals to extract the normal component of the velocity. For deformable bodies, \( \mathbf{R} = \mathbf{I} \) since we use the surface particles of deformable bodies as velocity samples. For a rigid body, the velocity of a rigid body \( b \) at a sample point \( p \) is given by \( \mathbf{v}_p = \mathbf{v}_b + [\mathbf{r}_{pb}]_x \mathbf{\omega}_b \), where \( \mathbf{r}_{pb} \) is the offset from the rigid body center of mass to the point \( p \) where the velocity is measured and \([\mathbf{r}_{pb}]_x \) is the skew-symmetric matrix such that \([\mathbf{r}_{pb}]_x \mathbf{\omega} = \mathbf{r}_{pb} \times \mathbf{\omega} \). Thus, the sub-matrix \( \mathbf{R}_{pb} = (\mathbf{I} [\mathbf{r}_{pb}]_x^T) \) maps from the six degree of freedom velocity of a rigid body (\( \mathbf{v}_b \) and \( \mathbf{\omega}_b \)) to the sample point \( p \) at the center of a Voronoi face.

For deformable bodies, \( \mathbf{J} \) is an interpolation operator interpolating from surface particles of deformable bodies to Voronoi faces. Each row of \( \mathbf{J} \) corresponds to one Voronoi face and is constructed by clipping surface triangles of nearby solids into the dual cell of the Voronoi face, computing weights as the orthogonally projected areas of the subpolygons resulting from clipping, normalizing weights, and assigning weights to related surface particles. We refer readers to [58] for a detailed description of this process. For rigid bodies, each row of \( \mathbf{J} \) is constructed by computing weights using the same method as was used for deformable bodies except that weights are assigned to rigid bodies instead of surface particles. If a dual cell intersects only a single rigid body, then the row of \( \mathbf{J} \) corresponding to that dual cell has only a single nonzero value of 1 corresponding to the velocity sample of that rigid body at the center of the Voronoi face. If multiple rigid bodies intersect a dual cell, then there will be multiple nonzero entries in that row of \( \mathbf{J} \) with each corresponding to a rigid body velocity sample at the Voronoi face center. That is, \( \mathbf{J} \) interpolates a velocity from the multiple rigid body velocities sampled at the center of the Voronoi face. If a dual cell intersects both rigid and deformable bodies, \( \mathbf{J} \) is an interpolation operator that considers all relevant deformable bodies as well as all relevant rigid bodies with their velocity point-sampled to the center of the Voronoi face. Since the dual cell of a Voronoi face can be complex, we instead use a Cartesian approximation when computing \( \mathbf{J} \). This approximation is centered at the Voronoi face center defined as the midpoint of the line segment connecting the centers of the two adjacent Voronoi cells. Although this approximation still extends from cell center to cell center, the cross sectional shape is approximated as a square with an area identical to the area of the face.

Denoting \( \mathbf{\lambda} \) as the impulse transfer between the solid and the fluid, the fluid momentum update in Equation 2 becomes

\[
\beta \mathbf{u}^{n+1} = \beta \mathbf{u}^n - \mathbf{G} \mathbf{p}^{n+1} + \mathbf{W}^T \mathbf{\lambda},
\]

(55)

where \( \mathbf{G} \) is the volume weighted gradient operator as defined in Section 5 with solid cell columns dropped, and the solid momentum update becomes

\[
\mathbf{M} \mathbf{v}^{n+1} = \mathbf{M} \mathbf{v}^n + \Delta t \mathbf{D} \mathbf{v}^{n+1} - \mathbf{J}^T \mathbf{\lambda},
\]

(56)

where \( \mathbf{J}^T \) conservatively distributes the impulse \( \mathbf{\lambda} \) defined on the solid fluid coupling faces to the solid velocity degrees of freedom. Assembling Equations 55 and 56 with Equation 53 and the matrix form of Equation 5 yields the following system of equations

\[
\begin{bmatrix}
\mathbf{N} + \mathbf{G}^T \mathbf{\beta}^{-1} \mathbf{G} & -\mathbf{G}^T \mathbf{\beta}^{-1} \mathbf{W}^T & 0 \\
-\mathbf{W} \mathbf{\beta}^{-1} \mathbf{G} & \mathbf{W} \mathbf{\beta}^{-1} \mathbf{W} + \mathbf{J} \mathbf{M}^{-1} \mathbf{J}^T & \mathbf{J} \mathbf{M}^{-1} \mathbf{C}^T \\
0 & \mathbf{C} \mathbf{M}^{-1} \mathbf{J}^T & \mathbf{I} + \mathbf{C} \mathbf{M}^{-1} \mathbf{C}^T
\end{bmatrix}
\begin{bmatrix}
\mathbf{\hat{p}}^{n+1} \\
\mathbf{\lambda}
\end{bmatrix}
= \begin{bmatrix}
\mathbf{N} \mathbf{p}^n + \mathbf{G}^T \mathbf{u}^n \\
\mathbf{J} \mathbf{v}^n - \mathbf{W} \mathbf{u}^n \\
\mathbf{C} \mathbf{v}^n
\end{bmatrix}
\]

(57)

where \( \mathbf{\hat{v}} = \mathbf{C} \mathbf{v}^{n+1} \), and \( \mathbf{C} \) is computed by a factorization \(-\Delta t \mathbf{D} = \mathbf{C}^T \mathbf{C} \) as in [59]. This is a symmetric positive-definite (SPD) system that is invertible via the preconditioned conjugate gradient method.

In order to update the momentum and energy in a fluid Voronoi cell, we apply the method in Section 5 with modifications to account for the impulses \( \mathbf{\lambda} \) at solid-fluid faces. Take face \( j_4 \) in Figure 9 as an example.
assuming cell \( i_1 \) is a fluid cell and cell \( i_2 \) is a solid cell. At face \( j_4 \), the fluid transfers an impulse of \(-\lambda_{j_4} \mathbf{e}_{j_4}\) to the solid. Thus in order to conserve momentum, we modify Equation 26 replacing \(-\Delta t p_{j_4}^{n+1} A_{j_4} \bar{n}_{j_4}^{n+1}\) in the summation by \(\lambda_{j_4} \mathbf{e}_{j_4}\). In order to conserve energy, we first note that \(s_{j_4}^{n+1} = \bar{n}_{j_4}^{n+1} \cdot \mathbf{e}_{j_4}\), so that we can similarly replace \(-\Delta t p_{j_4}^{n+1} A_{j_4} \bar{n}_{j_4}^{n+1}\) in Equation 28 with \(\lambda_{j_4} \mathbf{e}_{j_4}\). In addition, along the lines of [24], we replace \(u_{j_4}^{n+1}\) in Equation 28 with \((v_{j_4}^n + v_{j_4}^{n+1})/2\) where \(v_{j_4}\) is the face normal component of the interpolated solid velocity at the center of face \(j_4\).

In order to preserve conservation on each Cartesian grid including the background grid, we interpolate pressure from the Voronoi mesh to removed Cartesian grid cells as well as one layer of ghost cells discarding the cells inside the solids or outside the domain from the interpolation stencils and renormalizing the weights, and then update the momentum and energy on each Cartesian grid. Moreover, as in Section 8 we again interpolate the momentum and energy from the Voronoi mesh to a lower dimensional set of fluid grid cells that are adjacent to solid grid cells, and do not include these fluid grid cells (that are adjacent to solid grid cells) in the conservative remapping.

9.2. Numerical results

We solve Equation 57 via the preconditioned conjugate gradient method with a diagonal preconditioner. In the examples below, all quantities are in SI units, and gravity is set to zero.

9.2.1. Rigid cylinder lift-off

In this example, suggested by [16, 21, 3, 24], a rigid cylinder initially at rest on the floor of a rectangular channel is hit and lift off by a Mach 3 shock. The computational domain is \([0, 1] \times [0, 2]\) with the initial shock front positioned at \((.08, \text{from the left boundary, and the rest of the domain initially filled with gas with } \rho = 1.4, p = 1, \text{ and } \mathbf{a} = (0, 0)\). The standard reflective solid wall boundary conditions are applied to the top and bottom boundaries of the domain, while the left boundary is fixed to be the post shock state and the right boundary has a zero-gradient outflow boundary condition. The cylinder has density 10.77, radius .05, and is initially located at \((.15, .05)\). Table 8 lists the overlapping grids, where the position of the finer grid exactly follows that of the cylinder. The results obtained using second order accurate ENO-LLF with a global CFL number of 3 are shown in Figure 27, which compares well to [3, 24]. Note that there are small discrepancies between [3] and [24] as well as between our results and their results, which probably results from the different truncation errors inherent in the different numerical methods used. Figure 28 shows the convergence of the position of the center of mass of the cylinder as compared to a ground truth computed using a single static grid at resolution \(n = 6400\) and third order accurate ENO-LLF with a CFL number of .5.

<table>
<thead>
<tr>
<th>Object space domain</th>
<th>(\Delta x)</th>
<th>(\bar{s})</th>
<th>(\theta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ((0, 1] \times (-.04, .24))</td>
<td>(1/n)</td>
<td>((0, 0))</td>
<td>0</td>
</tr>
<tr>
<td>2 ([- .08, .08] \times [- .08, .08])</td>
<td>(.267/n)</td>
<td>follows cylinder</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8: The object space domains, cell sizes, positions, and orientations of the grids in the rigid cylinder lift-off example. \(n\) indicates the number of grid cells in \(x\)-direction on the background grid.

9.2.2. Deformable cylinder lift-off

We repeat the simulation in Section 9.2.1 replacing the rigid cylinder by a deformable mass-spring system with 216 triangles. We create an edge spring on each triangle edge with Young’s modulus .3 and damping equal to 1.5 times critical damping. We also create an altitude spring [61] between each particle of a triangle and a virtual node projected onto the opposite face with Young’s modulus .3 and damping equal to 2 times critical damping. The overlapping grids are the same as those in Table 8 except that the finer grid now follows the center of mass of the deformable cylinder. The results obtained using second order accurate ENO-LLF with a global CFL number of 3 are shown in Figure 29, which compares well to [24]. Figure 30
shows the convergence of the positions of the particles of the deformable cylinder as compared to a ground truth computed using a single static grid at resolution $n = 6400$ and third order accurate ENO-LLF with a CFL number of .5.

9.2.3. Rigid diamond lift-off

We repeat the simulation in Section 9.2.1 replacing the rigid cylinder by a rigid diamond whose major axis is of length .1 and minor axis is of length .025. The diamond has mass $2.22 \times 10^{-2}$, moment of inertia $1.96 \times 10^{-5}$, and is initially positioned at (.15, .04) with a rotation angle of $\pi/4$. The friction coefficient and the restitution coefficient of the diamond and the solid walls are both set to be 1. The computational domain and the boundary conditions remain the same as those in Section 9.2.1. Table 9 lists the overlapping grids, where the finer grid exactly follows the motion of the diamond. We use the second order accurate ENO-LLF scheme for advection on all grids with a global CFL number of 3. Figure 31 shows the snapshots of the simulation, and Figure 32 shows the convergence of the positions of the corners of the diamond as compared a ground truth computed using a single static grid at resolution $n = 6400$ and third order accurate ENO-LLF with a CFL number of .5.

<table>
<thead>
<tr>
<th></th>
<th>Object space domain</th>
<th>$\Delta x$</th>
<th>$\hat{s}$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0,1] \times [-.04,.24]$</td>
<td>$1/n$</td>
<td>$(0,0)$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$[-.036,.036] \times [-.072,.072]$</td>
<td>$.36/n$</td>
<td>follows diamond</td>
<td>follows diamond</td>
</tr>
</tbody>
</table>

Table 9: The object space domains, cell sizes, positions, and orientations of the grids in the rigid diamond lift-off example. $n$ indicates the number of grid cells in x-direction on the background grid.
Figure 27: Pressure contours for the rigid cylinder lift-off example at grid resolution $n = 3200$ using second order accurate ENO-LLF with a global CFL number of 3. The dashed outline indicates the boundary of the finer grid that follows the cylinder. 53 contours are plotted within the range $[2, 28]$. 
Figure 28: Convergence of the position errors of the center of mass of the cylinder at $t = .15$ in the rigid cylinder lift-off example. The grid resolutions for the data points in the plots are $n = 50, 100, 200,$ and $400$. 

(a) ENO-LLF, CFL=3, convergence rate=.90

(b) Conservative semi-Lagrangian scheme, CFL=3, convergence rate=.85
Figure 29: Pressure contours for the deformable cylinder lift-off example at grid resolution $n = 3200$ using second order accurate ENO-LLF with a global CFL number of 3. The dashed outline indicates the boundary of the finer grid that follows the center of mass of the deformable cylinder. 53 contours are plotted within the range $[2, 28]$. 
Figure 30: Convergence of the average errors of the positions of the particles of the deformable cylinder at $t = .15$ in the deformable cylinder lift-off example. The grid resolutions for the data points in the plots are $n = 50, 100, 200, \text{ and } 400$. 

(a) ENO-LLF, CFL=3, convergence rate=1.52

(b) Conservative semi-Lagrangian scheme, CFL=3, convergence rate=.96
Figure 31: Pressure contours for the rigid diamond lift-off example at time $t = 0, .04, .08, .16, \text{ and } .2$ at grid resolution $n = 3200$ using second order accurate ENO-LLF with a global CFL number of 3. The dashed outline indicate the boundary of the finer grid that follows the diamond. 53 contours are plotted within the range $[2, 28]$. 

44
Figure 32: Convergence of the total errors of the positions of the corners of the diamond at $t = .1$ in the rigid diamond lift-off example. The convergence rate is .82. The grid resolutions for the data points are $n = 50, 70, 100, 140, 200, 280, \text{ and } 400$. 
10. Conclusion

We presented a method for simulating compressible flow on overlapping Cartesian grids that can rotate and translate. To handle advection we devised a second order accurate flux based scheme using an effective characteristic velocity that accounts for the grid motion without any extra remapping. Strategies were proposed to allow a fluid velocity CFL number larger than 1 in order to alleviate the stringent time step restriction imposed by very fine grids. The pressure was solved for by formulating an implicit linear system which avoids any time step restrictions related to the sound speed. The implicit discretization was accomplished via the Voronoi mesh, resulting in a symmetric positive-definite system that is solved via the preconditioned conjugate gradient method. Furthermore, in order to alleviate the spurious oscillations caused by the inherent central differencing in the implicit discretization of the pressure terms, we proposed adding high order diffusion terms similar in spirit to ENO-LLF but solved for implicitly avoiding any associated time step restrictions. Finally, a conservative interpolation operator was devised to enforce the consistency of the values in overlapped regions. The method is globally conservative on the background grid and locally conservative in the interior of each Cartesian grid. In addition, we demonstrated the ability to handle two-way solid fluid coupling problems.

There are numerous avenues for future work. For example, in order to use a fluid velocity CFL number larger than 1, we either subdivided the time steps during advection or used an unconditionally stable conservative semi-Lagrangian method. Since the conservative semi-Lagrangian method is only first order accurate, we observed an increase in errors when using it. This may be alleviated by utilizing higher order accurate conservative semi-Lagrangian methods. Another issue is that the current method assumed that the flux based schemes used for updating the conserved variables on each Cartesian grid are positivity preserving, which may not be true, so incorporating robust positivity preserving strategies into the current framework is also important. Furthermore, it would be useful to design strategies that allow moving grids to automatically keep track of interesting fluid features such as shock fronts as well as automatically expand or shrink.
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Appendix. Compressible Gap Flow

Here we briefly comment on our efforts to extend the gap flow formulation of [58] from incompressible flow to compressible flow as well as from a single static grid to Chimera grids. We carried out a number of numerical tests in two and three spatial dimensions similar to those in [58]. Our two-way coupled gap flow solver passed all such tests for arbitrarily large fluid pressures, various overlapping fluid grids, various solid meshes, and various spatial configurations and geometries of rigid bodies. See [57] for more details.

Since the solid fluid two-way coupled solve is discretized on the Voronoi mesh, we create virtual solid-fluid faces and virtual fluid cells at Voronoi faces between two different solids. In order to simulate compressible flow in the gap region, we further define fluid state variables, i.e. density, momentum, and energy, on each of the pressure degree of freedom particles on solid surfaces. These fluid state variables are used to compute the fluid velocity tangential to the solid surface required for computing divergence in the gap region. As in [58], the two-way coupled system (Equation 57) is modified by augmenting vectors and matrices to account for the additional pressure and velocity degrees of freedom on solid surfaces, while retaining the symmetric positive-definiteness of the system. After the two-way coupled solve, the fluid momentum and energy on solid surfaces are updated using the gap flow gradient and divergence operators discussed in [58] except that the surface normal component of the momentum is set to be the density times the surface normal component of the pointwise solid velocity in order to enforce velocity compatibility on solid surfaces. Note that the current approach does not exactly conserve the conserved variables in the gap region – this is left as future work.

For advection, we split the flux terms into a non-conservative advection term and an expansion term yielding

\[ \dot{\phi} + \vec{u} \cdot \nabla \phi + \phi \nabla \cdot \vec{u} = 0. \]  

(58)

The non-conservative advection term \( \vec{u} \cdot \nabla \phi \) is solved using the method in [58] after interpolating density, momentum, and energy from the finest grid that has a valid interpolation stencil to surface particles that are not pressure degree of freedom particles in order to provide boundary conditions. When interpolating momentum to a surface particle, we only keep its tangential component while modifying its normal component to be the interpolated density times the surface normal component of the pointwise solid velocity. The kinetic energy is likewise modified for consistency. After applying the non-conservative advection term and obtaining intermediate values \( \phi^* \), we discretize the expansion term \( \phi \nabla \cdot \vec{u} \) as follows so that no time step restriction is required in order to preserve the positivity of \( \phi \),

\[ \begin{align*}
\phi^{n+1} &= \phi^*/(1 + \Delta t \nabla \cdot \vec{u}^n) & \text{if } \nabla \cdot \vec{u}^n > 0, \\
\phi^{n+1} &= \phi^*(1 - \Delta t \nabla \cdot \vec{u}^n) & \text{if } \nabla \cdot \vec{u}^n \leq 0.
\end{align*} \]  

(59)

This is essentially backward Euler when \( \nabla \cdot \vec{u}^n > 0 \) and forward Euler when \( \nabla \cdot \vec{u}^n \leq 0 \).

In order to enhance stability, we add artificial diffusion to fluid state variables on surface particles simply by averaging the value of each particle with the values of its one-ring neighbors weighted by the control volumes. Moreover, we average the fluid state variables on the two sides of the gap.

We briefly report on the results of two rigid hexagons hit by a Mach 3 shock wave using the aforementioned gap flow extensions. The computational domain, initial conditions, and boundary conditions for this example are the same as those in Section 9.2.1. The two hexagons both have a uniform side length \( l = .03 \) and are positioned at \((.15, 1.5h)\) and \((.15, 5h)\), where \( h = \sqrt{3} l \) is the height of the hexagon. The density of the top hexagon is 1, while the density of the bottom hexagon is 10. The friction coefficient and the restitution coefficient are both set to zero. The grids are specified in Table 10. Figure 33 shows snapshots of the simulation at grid resolution \( n = 1600 \) using second order accurate ENO-LLF with a global CFL number of 3. Convergence analysis indicates that the positions of the two hexagons converge with first order accuracy when compared to a higher resolution simulation on a single static grid. If we do not use the gap flow solver in this example, the simulations often crash when the shock wave lifts the hexagons, since the newly uncovered solid cells deep within the gap region have no nearby valid fluid state variables that can be used for filling them. One can avoid the crashing by extrapolating fluid state variables from fluid cells exterior
to the gap region. However, since the pressure forces in the gap region are not resolved until fluid degrees of freedom appear in the gap between the two solids, the solids are spuriously pushed against each other by the exterior pressure forces resulting in frequent spurious collisions adversely affecting convergence.

<table>
<thead>
<tr>
<th></th>
<th>Object space domain</th>
<th>$\Delta x$</th>
<th>$\hat{s}$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0, 1] \times [-.04,.24]$</td>
<td>$1/n$</td>
<td>$(0, 0)$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$[.75h,.75h] \times [-.75h,.75h]$</td>
<td>$.225\sqrt{3}/n$</td>
<td>follows top hexagon</td>
<td>follows top hexagon</td>
</tr>
<tr>
<td>3</td>
<td>$[.75h,.75h] \times [-.75h,.75h]$</td>
<td>$.225\sqrt{3}/n$</td>
<td>follows bottom hexagon</td>
<td>follows bottom hexagon</td>
</tr>
</tbody>
</table>

Table 10: The object space domains, cell sizes, positions, and orientations of the grids in the hexagon stack example. $n$ indicates the number of grid cells in $x$-direction on the background grid. The edge length of the solid mesh is .01 at grid resolution $n = 50$ and refined at the same rate as the grids.
Figure 33: Pressure contours for the hexagon stack example at grid resolution $n = 1600$ using second order accurate ENO-LLF with a global CFL number of 3. The dashed outlines indicate the boundaries of the finer grids that follow the hexagons. 53 contours are plotted within the range $[2, 28]$. 
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